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Deep Learning-based Fraud Detection Model
● DATE: Dual Attentive Tree-aware Embedding for Customs Fraud Detection (KDD’20) 

Collaborative Fraud Detection Concept
● Knowledge sharing via domain adaptation for Customs Fraud Detection 

(Under review)



Customs Fraud Detection  
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“Improve the efficacy of customs clearance process by 
providing a prioritized list of items to inspect.”

Type of frauds Illicit motives

Undervaluation of 
trade goods

To avoid ad-valorem customs duty, or 
conceal illicit financial flows from exporters

Misclassification 
of HS code

To get a lower tariff rate applied or trade 
prohibited goods by avoiding restriction

Manipulation 
of origin country

To get a preferential tariff rate under a free 
trade agreement

Previous Appraches

FNN & CNN (KCS+KISTI, 2018)

SVM Ensembles (Belgium, 2020)

DATE (2020)

Concept Drift (2021)

Domain Adaptation (2021)



Workflow - Customs Clearance Process
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“How to build a sustainable fraud detection model?”

Illustration of the customs clearance process



DATE Model
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“Tree-enhanced attention model with dual-task learning”

Kim et al. SIGKDD 2020, http://bit.ly/kdd20-date

http://bit.ly/kdd20-date


Evalution Results - DATE
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● Used data: Import trades of a country 

● Training: Y2013 – Y2016  

● Testing: Y2017

● Average illicit rate: 2.2% (Y2017) 

Precision, Recall Revenue

Evaluation Metrics

Supporting Experiments

Effects on training length

Performance on test subgroups

Robustness on corrupted inputs



Code Availability
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Software package for simulating e-clearance system with own datasets:
● Current version supports customs selection simulation with diverse strategies 

● The codes run compatible with synthetic import declarations included in the repo

● Provided synthetic data has its fraudulent patterns

Pure explorations on synthetic data Hybrid results on synthetic data

Codes are released at: 
https://bit.ly/customs-fraud-detection 

https://bit.ly/customs-fraud-detection
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Deep Learning-based Fraud Detection Model
● DATE: Dual Attentive Tree-aware Embedding for Customs Fraud Detection (KDD’20)

Collaborative Fraud Detection Concept
● Knowledge sharing via domain adaptation for Customs Fraud Detection 



Motivation to Collaborative Fraud Detection
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● Countries with a lack of reliable data struggles with potentially illicit trades. 

● Member countries are willing to support each other and build a consortium. 

● However, by the law, the original data cannot be accessible outside the countries.

● How to create a synergy between countries, and what can be a feasible solution?



Proof of Concept
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“Facilitate knowledge sharing across members.”



Knowledge Sharing Framework
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Stage 1: Generate transferable prototypes (= Representative frauds, unidentifiable) 

● Pretrain with contrastive loss (= Find the essence of frauds & non-frauds)

○ Maximize the discrepancy between fraud and non-fraud transactions

● Compress knowledge by clustering  (= Sharable & compact, up to 1,000 prototypes)
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Knowledge Sharing Framework
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Stage 2: Fine-tune with prototypes 
              (= Refine the dataset by using prototypes from the source country) 

● Augment features using transferred knowledge

● Domain calibration
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Base Module - Encoder Structure
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Domain-invariant encoder to extract features 
(= Transform the information of declared good into a machine-identifiable format, 
after removing country-specific information)



Main Results
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“Performance increased significantly with domain adaptation”



Qualitative Analysis
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Summary

● Deep Learning-Based Fraud Detection Model

○ Dual-task learning model to meet both objectives

○ Software package for simulating e-clearance system

● Collaborative Fraud Detection Concept

○ Knowledge sharing via domain adaptation

○ Provide suitable knowledge to participants


